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Abstract: 

 

The Discriminative Generalized Hough Transform (DGHT) is a method for object localization, which combines the 

standard Generalized Hough Transform (GHT) with a discriminative training technique. In this setup the aim of the 

discriminative training is to equip the models used in the GHT with individual model point weights such that the locali-

zation error in the GHT becomes minimal. In this paper we introduce an extension of the DGHT using a multi-level ap-

proach to improve localization accuracy and to reduce processing time. The approach searches for the target object on 

multiple resolution levels and combines this information for better and faster results. The advantage of the approach is 

demonstrated on whole-body MR images, which are intended for PET attenuation correction. 
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1 Problem 

In the area of radiation therapy planning or computer-assisted interventions and diagnosis, object localization is a pre-

requisite for many applications in medical image processing, e.g., segmentation algorithms, where an initial position of 

the segmentation model in the image needs to be known. In many applications this step is still performed manually or 

specialized solutions are developed for each individual problem [1]. In order to obtain fully automatic processing 

chains, automatic and general algorithms need to be developed, which can localize objects of arbitrary shape. 

Recently, we have proposed a general algorithm for object localization, called Discriminative Generalized Hough Trans-

form (DGHT) [2], which combines the Generalized Hough Transform (GHT) [3] with a discriminative training algo-

rithm. The procedure runs fully automatic and is independent of the target object, which is searched for in the image. 

The only restriction for the target is that it should be well defined by its shape. For the medical localization tasks consi-

dered by us, our algorithm achieves high quality results, mainly tested on 2D images [2]. Until now the GHT has been 

applied only rarely to 3D images due to its computational complexity [4]. Nevertheless, we have shown in [5] that the 

application of our algorithm to 3D images becomes practicable due to sparse models and the restriction of transforma-

tion parameters, i.e. estimating only translation.  

However, when the region of the target object exhibits only low contrast or when many similar objects are visible in the 

image, the localization is hampered. Furthermore, if the images are large and high localization accuracy is needed, the 

feasibility of the procedure is questioned due to long processing times. To solve these issues, we introduce an extension 

of the DGHT using a multi-level approach for more robust and faster results. The target object is first searched for on a 

low resolution image and the result of this search is used as input for the next higher resolution level, meanwhile reduc-

ing the size of the search region.  

The extension of the algorithm is tested on whole-body MR images, which were acquired for a PET attenuation correc-

tion [5]. Since patients often have to undergo several subsequent MR examinations, fast acquisitions and low specific 

absorption rates (SAR) are of higher interest for this task than a detailed mapping of the anatomy. The resulting image 

resolution, resembling the resolution of PET, is rather low, which complicates the image processing due to the lack of 

anatomical detail available, but also renders it very interesting for the proposed algorithm. 
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2 Methods and Material 

The GHT [3] is a standard method for object localization, which employs a point model to represent and search for a 

target object in an image. The model is thereby moved across the edge image corresponding to the original image and 

the co-incidences of model and edge points are counted in a voting process and accumulated in the Hough space. The 

Hough cell, which obtained the highest vote, is assumed to represent the true target location. 

In the DGHT the models are furthermore equipped with individual model point weights. These weights are trained with 

a discriminative training algorithm [6], based on the information available in the Hough space, i.e. which point has voted 

in which Hough cell, with the aim to obtain a low localization error in the GHT.  

In order to obtain a meaningful model and to be able to capture the variability contained in a training dataset, the model 

for the GHT is generated directly from the image data by taking the edge points from a given volume of interest (VOI) 

around the target point from a number of images and is refined in an iterative approach. The procedure starts on a small 

set of training images, on which preliminary model point weights are trained. The current model is then evaluated on a 

larger development dataset. Images where the model performs poorly are added to the training dataset, further model 

points are created from these images, and another iteration is performed until the error on all development images is be-

low a certain threshold or no further improvement is achieved. For more detailed information on the iterative training 

technique and the DGHT, we refer the reader to [2]. 

In this paper, we introduce the combination of the DGHT with a multi-level approach. To this end, a Gaussian pyramid 

of the image is created and the localization is performed on each level. To speed up the procedure the localization is first 

executed on the lowest resolution level, where only little detail is visible and the localization is fast, due to the small im-

age size. For the next higher resolution level it is assumed that the previous localization result is near the target point 

such that the search can be constrained to a smaller region. In the following experiments an extract with half the side 

lengths of the previously considered image extract is cut out around the localized point, such that the number of pixels 

remains almost constant, while the resolution of the image increases. Thus more and more detail is taken into account on 

each level while zooming into the target object. The idea of the approach is illustrated in Fig. 1. 

For each level of the pyramid an individual model is created using edge points from a VOI as stated above. While the 

VOI needs to be given for the standard approach, here it is chosen to be centered at the target point with a side length of 

75% of the current image extract. Only part of the extract is used for model generation in order to reduce model size and 

to prevent the algorithm from learning the exact field of views, which might be different on test images. 

 

 

 

 

 

 

 

 

 Fig. 1: Illustration of the steps of the multi-level approach. The localization procedure starts on the low resolu-

tion image on the left. In the subsequent steps (left to right), the procedure zooms into the target by performing 

the localization on regions with decreasing size and increasing resolution around the previously localized point 

(white cross hairs). The right image shows an overlay of the different image extracts used for the localization. 
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The method is tested on 22 whole-body MR images, which were acquired on a Philips Achieva 3T X-Series MRI system 

using a whole-body protocol suitable for attenuation correction. As was said earlier, the images are not intended for di-

agnostic purposes but for the attenuation correction of PET images; therefore a sequence with fast acquisition is applied, 

which results in images with the rather low resolution of approximately 1.875 mm in plane and a slice thickness of 

6 mm. Example images are displayed in Fig. 2.  

The given task for these images is to localize the femur for a subsequent segmentation. To this end the center of the fe-

moral head of the right leg was chosen as target point, which is marked in the left images in Fig. 2.  

 

 

 

 

 

 

 Fig. 2: Coronal and transversal view of two example images. The images on the left additionally show the tar-

get point in the center of the femoral head, while the right images display the VOI, which was used for model 

generation in the standard approach. 

From the dataset 10 images are chosen randomly as development dataset, while the remaining images are used for test-

ing purposes. The image pyramid is created with 4 levels and since the resolution in z-direction is much larger than in-

slice, the image is downsampled only in x- and y-direction for the first levels of the pyramid to obtain a rather isotropic 

resolution. 

To be able to compare the new multi-level approach with the former approach, a second experiment is performed using 

the same parameter setting. Yet, instead of utilizing an image pyramid, only one resolution level is employed. To reduce 

processing time and memory need of the GHT, the image is downsampled once in-slice. For the model creation a VOI 

around the femoral head is defined, which can be seen in Fig. 2 (right). 

3 Results 

The results of the two experiments are stated in Table 1. For the training images the results differ only slightly with a 

good mean localization error of 3.1 mm and 2.2 mm for the standard and multi-level approach, which is not surprising 

since the models were trained on these images. However, regarding the unknown test data, the standard approach was 

substantially outperformed by the multi-level approach. The latter achieves a much better localization error with a mean 

distance of 3.8 mm of the localized and annotated point, while the former obtains only 6.7 mm and even fails on one of 

the test images.  

 

 

 

 

Table 1: Comparison of the two localization approaches. The table states the localization rate and mean error of 

the correct localizations on the training and unknown test data and the localization time for the two approaches. 

 Training Test  

 Local. rate Mean error Local. rate Mean error Proc. time 

Standard approach 100 % 3.1 mm 91.6 % 6.7 mm 28 s 

Multi-level approach 100 % 2.2 mm 100 % 3.8 mm 3 s 
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The advantage of the multi-level approach becomes even more obvious when considering the processing time. Due to 

the much smaller image extracts (only 1-3 % of the pixels of the original image) on which the localization is performed 

on each resolution level, the multi-level approach takes only about 10 % of the processing time of the standard ap-

proach.  

4 Discussion 

The multi-level approach has proven to be significantly better and faster than the standard approach for the given task. 

The main reason for the smaller localization error is the higher resolution used in the multi-level approach. While the 

standard approach, due to computational reasons, performs the localization only on the second resolution level of the 

image pyramid, the multi-level approach employs the original resolution in its final stage. The obtained localization er-

ror of 3.8 mm is exceptional, considering the low resolution of the images, especially the slice distance of 6 mm. 

Another advantage of the newly proposed approach, which zooms into the target object, is that it takes the neighborhood 

of the target into account on a larger scale and thereby facilitates to localize objects with low contrast, high variability or 

which can be easily confused with further objects visible in the image. One of the test images has a smaller field of view 

compared to the rest of the dataset. This image covers the body only from the head to the upper part of the femur, still 

showing the femoral head but not the remainder of the femoral bone. The standard approach, which relies on the whole 

bone being visible, fails to deal with this occlusion, while the multi-level approach, which orients itself on a larger scale, 

is not affected by the limited field of view. 

In the presented example the algorithm achieved to localize the target with the necessary accuracy on all resolution le-

vels. However, if necessary, it would be conceivable to keep several candidate points on each level, which could be dis-

carded later on higher resolution levels, when identified as false-positives. 

Besides facilitating the object localization and making it more robust, the multi-level approach has another large advan-

tage, which lies in the shorter processing times. Since the image extracts, which are used for the localization, are much 

smaller than the original image, only a fraction of the run time is needed, depending on the size of the image and the 

number of zoom levels used. In the presented example, a reduction of processing time of 10 % was achieved. With the 

runtime of 3 s the application of the algorithm in 3D becomes really feasible. Furthermore, the procedure is not yet op-

timized for speed, so that a further reduction of processing time is to be expected. 

In future work, the usage of the demonstrated localization procedure in combination with the segmentation for the atten-

uation correction will be examined. Since only little anatomical detail is visible in the image, a precise positioning of the 

segmentation models is needed, which we are confident to fulfill with the presented approach. 
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